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During neurosurgery, an optical probe has been used to guide the micro-electrode, which is punc-
tured into the globus pallidus (GP) to create a lesion that can relieve the cardinal symptoms.
Accurate target localization is the key factor to a®ect the treatment. However, considering the
scattering nature of the tissue, the \look ahead distance (LAD)" of optical probe makes the
boundary between the di®erent tissues blurred and di±cult to be distinguished, which is de¯ned as
artifact. Thus, it is highly desirable to reduce the artifact caused by LAD. In this paper, a real-time
algorithm based on precise threshold was proposed to eliminate the artifact. The value of the
threshold was determined by the maximum error of the measurement system during the calibration
procession automatically. Then, the measured data was processed sequentially only based on the
threshold and the former data. Moreover, 100�m double-¯ber probe and two-layer and multi-layer
phantommodels were utilized to validate the precision of the algorithm. The error of the algorithm
is one puncture step, which was proved in the theory and experiment. It was concluded that the
present method could reduce the artifact caused by LAD and make the real boundary sharper and
less blurred in real-time. It might be potentially used for the neurosurgery navigation.

Keywords: Look ahead distance; signal processing; Parkinson's disease; navigation; near-infrared
spectrum.

1. Introduction

Parkinson's disease (PD) is a chronic and progres-
sive disease involving the globus pallidus (GP),
which is a gray matter mass surrounded by white

matter deep within the brain.1,2 During neurosur-

gery, a probe is inserted into the GP to create a

lesion that often relieves the cardinal symptoms of

PD.3,4 Accurate target localization is the key factor
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in the treatment. Thus, it is very important to ob-
tain accurate anatomy information on the trajec-
tory of the micro-electrode in real-time, especially
determining the boundary between gray matter and
white matter. Although magnetic resonance imag-
ing (MRI) navigation is e®ective, it is costly and
very complicated to operate.5–8 A safe, accurate and
real-time navigation method in neurosurgery is still
under exploration.

Near-infrared spectrum method plays a role in
intraoperative navigation, which can obtain para-
meters of biological tissues real-time.9–12 The near-
infrared light (650–950 nm) penetrates more deeply
up to several centimeters. Johns13 developed a
portable, real-time spectrometer with ¯ber optic
re°ectance probe, which was utilized to assist neu-
rosurgery. Giller14 introduced an intracranial probe
with near-infrared light to identify gray-white
matter junctions in stereotactic surgery. However,
there was a slow change in the gray-white matter
region, which blurred the boundary between white
and gray matter. Here, we de¯ned this slow change
as the artifact.

The goal of this study is to eliminate the artifact.
We explored this artifact caused by \look ahead
distance" (LAD), which was introduced and dis-
cussed in some literatures.15,16 The spatial resolu-
tion of optical probe was related to the LAD. Due to
LAD, the boundary between two tissues was not as
sharp as that of MR images. Qian et al.17 proposed
algorithms to determine LAD by both experimental
and computational ways. Guo et al.18 introduced
the approach of layer-based dispeller artifact of

LAD (LDA-LAD) by exponential function. How-
ever, it could not be implemented for the sequential
measured data in real-time during the surgery and
it was di±cult to select the parameters of expo-
nential function.

In this paper, we ¯rst provided the algorithm by
using precision threshold to eliminate artifact and
make the boundary clear to be distinguished. The
measured data was processed sequentially (not the
block data) by the present algorithm in real-time. In
addition, the value of threshold was de¯ned by the
maximum error of the measurement system during
each experiment. By using the algorithm and the
threshold, the processed data could be divided into
di®erent tissues uniquely. The proposed method
was validated by two-layer, multi-layer models and
MR images in experiment. The maximum error was
one puncture step, which could be also validated in
the theory and experiment. The approach could
make the precision of optical ¯ber probe insertion as
much as MR images during neurosurgery.

2. Materials and Methods

2.1. The artifacts caused by LAD

The term of LAD means the \LAD" of the probe.17

It is the maximal length of the interrogated volume
ahead of the probe (Fig. 1(a)), which depends on
the optical properties of the tissues and the struc-
ture of the optical probe. LAD is de¯ned by the
reduced scattering coe±cient (� 0

s) or light intensity.
Due to the LAD, the boundary between two tissues

(a) (b)

Fig. 1. Relationship between artifact and LAD. (a) Description of LAD (b) De¯nition of artifact by the curves of � 0
s.
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becomes less sharp and blurred, which is de¯ned as
artifact. In Fig. 1(b), the dash lines are the actual
boundary between the two tissues. However, the
artifact makes the boundary wider than the actual
boundary. The purpose of this paper is to reduce the
artifact and obtain the sharp boundary.

2.2. The artifacts of MR images

of two-layer

To compare the relationship between artifact and
the actual boundary, MR images of two-layer
models were investigated. The T1-weighted images
were obtained by 1.5T GE MRI machine. In
Fig. 2(a), the puncture trajectory can be found in
the phantom. The intensity of MR image along the
trajectory is shown in Fig. 2(b). Based on the in-
tensity, the boundary between two layers can be
distinguished easily. MR images have a high spatial
resolution compared with � 0

s curves obtained by
using optical ¯bers.

2.3. Experimental setup

The experimental system contained a continuous
wave (CW) source and an intensity detector
(Fig. 3). The source was tungsten-halogen light
source with spectra range of 360–2000 nm (HL 2000,
Ocean Optics Inc. Dunedin, Florida). The detector
was a linear CCD spectrometer with wavelength
ranging from 350 to 1100 nm (USB2000, Ocean
Optics Inc. Dunedin, Florida).

The optical probe was composed of two ¯bers.
One was connected with a source and the other was
connected with a detector. The two ¯bers were
100�m in diameter and bundled into one stainless
steel probe. The light was delivered into the tissue
by one ¯ber and was collected by the other ¯ber

after scattering and absorption. In the experiment,
the probe was inserted into the phantom step by
step by a stepper motor. Here, the least puncture
step size was 0.1mm. The integration time could be
changed. The value of � 0

s could be calculated from
the spectrum.19,20

2.4. The real-time artifact reduction

algorithm

The vital merit of the algorithm is that it processes
the data sequentially. The incoming data must be
evaluated rapidly for real-time considerations only
based on the former data and itself. Compared with
other algorithms processing the entire waveform
(block data), this algorithm has better properties.
When one raw data is obtained, it can be processed
immediately.

The principle of the algorithm can be concluded
by Eqs. (1)–(3).

Y ðiÞ ¼ 1

i

Xi

j¼1

XðjÞ i ¼ 1; 2; . . . ;N � 1 ð1Þ

Y ðiÞ ¼ 1

N � 1

XN�1

j¼1

XðjÞ i ¼ N ;N þ 1; . . . ;M � 1

ð2Þ
Y ðiÞ ¼ XðiÞ i ¼ M ; ð3Þ

where XðiÞ is the measured values of � 0
s,
19,20 Y ðiÞ

is the processed value from XðiÞ, i and j are the
index of the sampling point, the distance between
two sampling points de¯nes as one puncture step, N
and M are the numbers of sample points in ¯rst
layer outside artifact area and in the artifact
area, respectively. The curve of Y ðiÞ can be utilized

(a) (b)

Fig. 2. Boundary of MR image. (a) The MR image of a two-
layer model (b) the intensity of MR image along the trajectory.

Fig. 3. The schematic representation of measurement system.

A real-time artifact reduction algorithm
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to identify the boundary of tissue easily and
accurately.

The whole process is composed of several two-
stage processes, including sampling points in the
¯rst layer (stage 1) and in the artifact region
(stage 2) shown in Fig. 4(a). If a sampling point
enters the new layer from stage 2, it will be sent to
stage 1 in the algorithm. The algorithm can be
carried out by the steps shown in Fig. 4(b) as
follows.
Step 1: threshold setting

The threshold, de¯ned as D, is not selected by
subjective, which corresponded with the maximum
error of the measurement system and the experi-
ment conditions. We can place the probe into any
standard calibration module and obtain the curve of
� 0
s or light intensity for 60 s. Then, the maximum

error of the data curve can be calculated, whose
value is threshold.
Step 2: data acquisition

The measurement system obtained the value of
� 0
s in the position of optical probe, de¯ned as XðiÞ.

The XðiÞ is in°uenced by the artifact, so it cannot
be used to distinguish the actual boundary between
two tissues and XðiÞ must be processed.
Step 3: data processing

The XðiÞ is processed and the Y ðiÞ can be
obtained real-time. According to Y ðiÞ, we can ¯nd
which layer the tissue belongs to. In Fig. 4(a), the

sampling point is divided into one of the two
regions, including in the ¯rst layer outside the ar-
tifact region or in the artifact region. The artifact
region is included in the ¯rst layer. Moreover, the
number of point steps in the ¯rst and second layers,
which are de¯ned as N and M , respectively.

At the beginning, the optical probe is in the ¯rst
layer outside the artifact region.

(1) If XðiÞ is the ¯rst sampling point, Y ðiÞ can be
calculated by Eq. (1). Otherwise, if jXðiÞ �
Xði� 1Þj < D Y ðiÞ can be calculated by
Eq. (1); If jXðiÞ �Xði� 1Þj � D, N is set to i,
Y ðiÞ can be calculated by Eq. (2) and the
sampling point is set in artifact region.

(2) Here, the optical probe is in the artifact
region. If jXðiÞ �Xði� 1Þj � D, Y ðiÞ can be
calculated by Eq. (2). If jXðiÞ �Xði� 1Þj < D,
the value of M is set to i, Y ðiÞ is calculated by
Eq. (3) and the sampling point is set in the
second layer.

(3) To simplify the algorithm, we reset the second
layer to ¯rst layer. Then, the algorithm returns
to step 1).

In the present algorithm, the measured data is
processed by the algorithm sequentially. So, the
maximum spatial error is one puncture step be-
tween two sampling points. For example, if a new
coming point is in the second layer, it might be

(a) (b)

Fig. 4. Calculation steps of the proposed algorithm. (a) The whole process is divided into two-stage process model (b) block
diagram of algorithm.

W. Li et al.
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considered as the point in the ¯rst layer. However,
the next points will be in the correct layer.

2.5. Preparation of phantom model

The phantom models consisted of a mixture of
Intralipid and gelatin in proportions to simulate the
optical properties of brain tissues. The actual � 0

s

values and thickness of di®erent layers were mea-
sured by a dual-channel and frequency-domain
Oximeter (ISS, Champaign, IL).

The two-layer phantom models were constructed
to simulate a top layer (or white matter layer)
overlying a bottom layer (or gray matter layer).
The thickness of each layer was 10mm. The near-
infrared measurements were done every 0.1mm or
0.2mm as the optical probe was puncturing from
the top layer to the bottom layer (Fig. 5(a)). To
explore the artifact caused by LAD in di®erent
tissues, the two-layer phantom models were divided
into base-up and base-down groups. In base-up
model, the value of � 0

s in the ¯rst layer is smaller
than that in the second layer. However, in base-
down model, the value of � 0

s in the ¯rst layer is
bigger than that in the second layer. Each model
was divided into four di®erent groups. The values of
� 0
s in each group, measured by Oximeter ISS, are

listed in Table 1 (base-up groups) and Table 2
(base-down groups). Then, the measured data,
obtained from model Up 4 and Dn 4, were pro-
cessed by the present algorithm. The data mea-
surement began at 5mm above the boundary of the
top and middle layers. The e®ect of algorithm
would be proved by this experiment.

Moreover, the three-layer models were de¯ned as
top, middle and bottom layer, respectively. Com-
pared with LAD, the thickness of the layer was
important factor to a®ect availability of algorithm.

When the thickness of layer was smaller than LAD,
the optical ¯ber could not distinguish it or \see" it.
According to the thickness of middle layer, the
models could be divided into two groups. In group
L, the thickness of middle layer was bigger than
LAD. In group S, the thickness equaled to LAD.
According to the value of � 0

s, group L and group S
were divided into four models respectively, includ-
ing base-down-base (bdb), base-up-base (bub),
base-down-down (bdd) and base-up-up (buu)
models. The parameters of two groups, measured by
Oximeter ISS, are listed in Table 3. The puncture
step was 0.1mm. The actual thickness of each layer
was obtained by the � 0

s curves.
During neurosurgery navigation, the measured

data was obtained from the multi-layer models.
Therefore, we developed two groups of multi-layer
models to validate the precision of the present al-
gorithm. Every multi-layer model has seven layers.
Group L was composed of Lbdb, Lbub, Lbdd and
Lbuu models. From top to bottom the actual
thickness of each phantom layer was 3, 6, 2.8, 3, 3.1,
3 and 2.1mm, which were bigger than LAD. Group
S was composed of Sbdb, Sbub, Sdd and Sbuu
models. The actual thickness of each phantom layer

(a) (b) (c)

Fig. 5. The schemes of the phantom and experiments. (a) Two-layer model (b) three-layer model (c) multi-layer model.

Table 1. � 0
s of base-up models (cm�1).

Up 1 Up 2 Up 3 Up 4

Top � 0
s 6.83 7.1 7.1 7.3

Bottom � 0
s 12.1 16.4 18.3 20.4

Table 2. � 0
s of base-down models (cm�1).

Dn 1 Dn 2 Dn 3 Dn 4

Top � 0
s 12.7 16.6 18.4 21.4

Bottom � 0
s 6.9 6.9 7.1 7.2

A real-time artifact reduction algorithm
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was 3, 0.9, 1.1, 1.1, 1.2, 1.3 and 1.4mm from top to
bottom. The thickness of the layers (from second
layer and sixth layer) was smaller than LAD. The
puncture step is 0.1mm.

3. Results

3.1. Artifacts and two-layer models

The artifacts de¯ned by the curves of � 0
s in base-up

and base-down groups are shown in Fig. 6. Then,

another actual two-layer phantom models were
measured by the measurement system with optical
probes. The optical parameters of two models were
the same as group Up 4 and group Dn 4 in
Tables 1 and 2, respectively. The measurement
started at 5mm above the boundary between
two layers. That was the real boundary at 5mm.
The measured data are shown in Figs. 7(a) and 7
(c). The artifacts made the boundary between two
layers unclear. Then, the processed data were
obtained by using the present algorithm. The
artifacts were reduced and the boundary can be
found easily and precisely by the curves in Figs. 7
(b) and 7(d), which are at 5.2mm. Therefore, the
error of the algorithm was 0.2mm, which equaled
to one puncture step.

3.2. Three-layer models

The data curves in group L and group S are shown
in Figs. 8 and 9, respectively. The dot lines indi-
cate the measured data and the solid lines
indicate the processed data. From the actual
thickness in Table 3, the real boundaries are at 3
and 6mm. In group S, all the real ¯rst boundaries
are at 3mm. The real second boundaries are at 4.1,
4.3, 4.3 and 3.9mm for Sbdb, Sbub, Sbdd and
Sbuu models, respectively. The boundaries, cal-
culated by the present algorithm, are shown in
Table 4. The errors are 0.1mm, which is equal to
one puncture step.

3.3. Multi-layer models

In the multi-layer models, the measured data
and processed data are shown in Figs. 8 and 9.

Table 3. � 0
s and the thickness of three-layer models.

Lbdb Lbub Lbdd Lbuu Sbdb Sbub Sbdd Sbuu

Layer � 0
s T � 0

s T � 0
s T � 0

s T � 0
s T � 0

s T � 0
s T � 0

s T

Top 15 3 7.3 3 25 3 7.3 3 15 3 7.3 3 25 3 7.3 3
Middle 7.3 3 17.3 3 17.3 3 17.3 3 7.3 1.1 17.3 1.3 17.3 1.3 17.3 0.9
Bottom 15 — 7.3 — 7.3 — 25 — 15 — 7.3 — 7.3 — 25 —

Note: The units of � 0
s is cm

�1; T means the thickness of layer, the units of which is mm;
L*** means the thickness of middle layer is larger than LAD; S*** means the thickness
of middle layer is smaller than LAD.

(a)

(b)

Fig. 6. Artifacts in phantom models (a) base-up modes (b)
base-down models.

W. Li et al.
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Due to the value of LAD, the multi-layer models
were divided into two groups, including group
LM (Fig. 10(a)) and group SM (Fig. 10(b)).
In Fig. 10(a), the solid lines are the processed data,
which indicate the positions of boundaries are 3.1,

6.1, 8.9, 11.9, 14.9 and 18mm. In Fig. 10(b), the
solid lines indicate the positions of boundaries are
3.1mm, 4mm, 5.1mm, 6.2mm, 7.4mm and 8.7mm.
Compared with the actual boundaries, the errors
are 0.1mm, which is equal to one puncture step.

(a) (b) (c) (d)

Fig. 8. The � 0
s curves of three-layer group L (a) Lbdb model (b) Lbub model (c) Lbdd model (d) Lbuu model.

(a) (b) (c) (d)

Fig. 7. The � 0
s curves of two-layer models (a) the measured data of Up 4 model (b) the processed data of Up 4 model (c) the

measured data of Dn 4 model (d) the processed data of Dn 4 model.

(a) (b) (c) (d)

Fig. 9. The � 0
s curves of three-layer group S (a) Sbdb model (b) Sbub model (c) Sbdd model (d) Sbuu model.

Table 4. The boundaries calculated by present algorithm (mm).

Lbdb Lbub Lbdd Lbuu Sbdb Sbub Sbdd Sbuu

1st boundary 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1
2nd boundary 6.1 6.1 6.1 6.1 4.2 4.4 4.4 4.0

A real-time artifact reduction algorithm
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4. Discussion

Nowadays, near-infrared minimally invasive tech-
nique is e®ectively utilized to distinguish gray
matter, white matter, and CSF to identify many
subcortical targets of interest.21,22 In this paper,
we present an algorithm by using precision
threshold to reduce the artifact caused by LAD in
real-time. A 100�m double-¯ber probe system and
two-layer and multi-layer phantom models were
utilized to verify the present algorithm. In Fig. 6,
compared with the actual boundary (dash line),
the artifacts were di®erent in each model, though
the same optical probe and the system were uti-
lized in the experiment. Furthermore, the artifacts
depended on not only the parameters of optical
¯bers, but also the value of � 0

s of two layers.
Therefore, the artifacts made the boundary of two
layers blurred and unintelligible. For example, in
Figs. 7(a) and 7(c), the boundaries are not clearly
in the curves of measured data. Therefore, it was
important to ¯nd a new method to reduce artifact.
Furthermore, the boundary could be found easily
and precisely by the processed data curves in
Figs. 7(b) and 7(d). The most advantage of this
method was real-time. Compared with the MR
images, the spatial resolution of the reduced data

was similar as MR images. Furthermore, this
method was low-cost.

The needle-like optical probe would be used in
the navigation of neurosurgery in human brain,
which was considered as the multi-layer model.23,24

Therefore, several multi-layer models were investi-
gated. The thickness of middle layer was the most
important factor in three-layer models' experi-
ments. Based on it, the models were divided into
two groups. The results from all the multi-layer
models experiments proved that the minimum
layer-resolution of the optical ¯ber depended on the
value of LAD.

In the present algorithm, the value of threshold
was an important factor to a®ect the precision. A
lot of research gave approaches to obtain the
threshold value by subjective or human–computer
interaction.25 In this paper, the threshold was ob-
jectively de¯ned according to the maximum error of
the measurement system in each experiment. It did
not depend on the value of optical parameter or the
di®erence of tissues. Therefore, the maximum error
could be acquired during the calibration process. If
the � 0

s di®erence was smaller than the maximum
error, the di®erence could not be distinguished by
the instrument. The de¯nition method was reason-
able. The maximum error was related to the in-
strument measurement conditions, including the
background light and the optical parameter of
tissue.

According to the theory and experiment analysis,
the precision of the algorithm was one puncture step
compared with the thickness de¯ned by measured
data, which does not depend on the thickness of
each layer. Here, the algorithm system is the causal
system. The current data is only dependent on the
former data. In the algorithm implemented by
computer, the computing time is nearly negligible.
Furthermore, the algorithm was not in°uenced by
the di®erent LAD. The LAD is related to the shape
and size of the optical probes. It also depends on the
tissue's optical parameter and the di®erence of two
tissues. So it is hard to distinguish the boundary of
the two tissues by LAD automatically. In this
paper, the algorithm has strong robust stability to
the di®erent LAD.

5. Conclusion

A real-time artifact reduction algorithm based on
precision threshold was proposed in this paper. The

(a)

(b)

Fig. 10. The � 0
s curves of multi-layer models (a) the thickness

of middle layer is larger than LAD (b) the thickness of middle
layer is smaller than LAD.
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reduction algorithm could decrease the artifact
caused by LAD. The processed curves will be uti-
lized to distinguish the boundary between two tis-
sues. The precision of the present algorithm equals
one puncture step in the experiment. This algorithm
could make the navigation by near-infrared light
more accurately.
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